€% GANEFFRA B a2 FIFRFY 2
&4 TR B ARR

Using GAN for Imputation of Missing Recorded Data

to Improve Groundwater Level Prediction Based on
Deep Learning Methods

NP SRR -
TP AL
Ry MR &5
Wei-Cheng Lo Hsin-Yu Chen

£ =

WG R A RE T R TR M o X IR e
1IECRET RRBE G RTRELT L2300 0 Fd T RA B eoms TRBFELEER
f7;ﬁ’m¢+ﬁwﬁﬁmﬁgwha’*wg»ﬁwwaiﬁ*;’ﬁ%5ﬂ$*
R BT S AHE B i o 4R BB T S AR BRI Tk
Pxpﬂj\p,}ﬁz“zmav Ho I FEFRTROAFe RS > R F A1 GRER

RIS TR AR AR > T A S H R T RE R E

3y

Ao A BB hERY 0 §F S E ARG ERAE FUFTHRELALEVAY
AR IEE SUIRE R > A F R R EY > SR 3k BEEAM (Missing Value
Imputation, MVI) kiTR¥ » THEF ML LB EF Y > 2 REBER - Fpt > A8
T4 4 S HFeEL 4 2 HA](Generative Model )frﬁ“% | #-3](Discriminative
Model) #4p 3 #iffmen™ 5% » s TR FR B AMAEFHE > P F L KFTRAE
o
IR AFBAABFRTY 2 > #F B 2 Univariate - Seq2val i3t @ &
2 FRRMEAC 0 R S EOE 2 R R RS BECRT R Y 2 g o 'ﬁ% ° B (8 B
Seq2seq te3t » B d AN LR L fgaom s Y s kfImy 1 BEH2
us‘l,]vjl B ST R 2 - b ﬁ.}]]ffﬁif}ggfﬁqﬁ‘mj ) 7R ogr - L_&%; Ef\ FH O IF LA
:}’1——]\ }fﬂf—jii AT

-

y

MAEar 0 4 S AR > B A SR el i APl 0 2 T ok mIER

-364 -



Abstract
Using GAN for Imputation of Missing Recorded Data

to Improve Groundwater Level Prediction Based on Deep Learning Methods
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SUMMARY

The development of civilization and the preservation of environmental ecosystems are
strongly dependent on water resources. Typically, the insufficient supply of surface water
resources for domestic, industrial, and agriculture needs is often supplemented by the ground
water resources. However, the groundwater is a natural resource that must be accumulated
over many years and cannot be recovered after a short period of recharge. Therefore, the
long-term management of groundwater resources is an important issue for the sustainable
development. The accurate prediction of groundwater levels is the first step to evaluate the

total water resources and its allocation.

However, in the process of data collection, data may be missing due to various factors.
Thus, retracting the missing data is a main problem which any research field must deal with.
It has been well known that to maintain the data integrity, one of the effective approaches is to
choose missing value imputation (MVI]) for tackling the problem. In addition, it has been
demonstrated that the method of the machine learning may be a better tool. Therefore, the
main purpose of this study is to utilize a generative adversarial network (GAN) that consists
of a generative model and a discriminative model for imputation. Our result shows that GAN

can improve the accuracy of water resource evaluations.

In the current study, two interdisciplinary deep learning methods, Univariate and
Seq2val, are used for groundwater level estimation. In addition to addressing the significance
of the parameter conditions, the advantages and disadvantages of these two models in
hydrological simulations are also discussed and compared. Finally, Seq2seq is employed to
examine the limit of the models in long-term water level simulations. Our result suggests that
the interdisciplinary deep learning approach may be beneficial for providing a better

evaluation of water resources.

Keywords: GAN > CNN » LSTM > Imputation > Groundwater prediction
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INTRODUCTION

Due to geographical and hydrological environments, the problem that water resources
are not sufficient has been a central issue in Taiwan. Such insufficient supply of surface water
is conventionally supported by groundwater. However, the groundwater is a resource that
must be accumulated over many years. Furthermore, excessive extraction of groundwater for
a long time would lead to the land subsidence. Hence there remains a need to maintain the
long-term water management. In order to be able to effectively allocate water resources, it
requires to accurately predict the groundwater levels. Nowadays, artificial neural networks
(ANNSs) have been widely used in hydrological research as an important tool for the
groundwater management. However, in recent decades, the development of artificial

intelligence has gradually changed from machine learning to deep learning.

Therefore, in order to address the problem of missing hydrological observation data, the
purpose of the present study is to use the generative adversarial network (GAN) for
imputation. The complete hydrological data could improve the accuracy of the prediction of
groundwater level. Accordingly, the performance of groundwater level prediction is compared
each other using two interdisciplinary methods. One is the long short-term memory (LSTM)
specially developed for sequence data while the second model is the convolutional neural
network (CNN), which is good at processing image information.

MATERIALS AND METHODS

In order to investigate the long-term groundwater variability, the measured groundwater
level in the alluvial fan of Choushui River from 2002 to 2020 is used as the examined data.
First, the imputation of missing data is performed. For this purpose, five years of data are
used to train GAN. After our preliminary results are successfully verified, the missing part of
the 20-year groundwater level data could be further imputed. In the current study, Univariate
and Seq2val are employed using the groundwater level and rainfall as hydrological
parameters, which are inputted to CNN and LSTM, respectively. Then, the meaning of
parameters as well as the pros and cons of the model are discussed. Finally, the
Encoder-Decoder is incorporated as to explore the limit of long-term simulated groundwater
level in Seq2seq.
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RESULT AND DISCUSSION

The imputation method using a generative adversarial network (GAN) is composed of a
generative model and a discriminative model to fill in the missing data. Our results show that
the trend of the sequence region could be reasonably simulated in the smooth section.
Although some of the extreme values could not be captured in the undulating section of the
groundwater level curve, there still bears a certain trend so that the feasibility of the model
could be determined. Then CNN and LSTM are found to be excellent for the hydrological
estimation. The coefficient of determination for both is calculated to be around 0.99, as
indicated in Table 1 that also lists the value of RMSE and MAE. On closer inspection, as
compared to LSTM, CNN is shown be to slightly better in the evaluation index. It is also
revealed that both models underestimate the prediction of the long-term performance. Indeed,
CNN outperforms LSTM for a shorter stride, but for a longer stride, the drop of accuracy in
CNN is observed to be faster than that in LSTM.

Table 1.Evaluation index of CNN and LSTM

RMSE MAE R2
Univariate-CNN 0.007 0.005 0.998
Univariate-LSTM 0.008 0.005 0.997
Seq2val-CNN 0.0321 0.0194 0.9981
Seq2val-LSTM 0.0508 0.0342 0.9955
CONCLUSION

Although the GAN could not capture the groundwater level endpoints in the violent
section, the overall simulation performance still is excellent to some extent. We note that if
the characteristics of other models can be incorporated into the basis of the GAN architecture,
the performance thus can be improved to be faster. From the perspective of the hydrological
simulation, CNN, which is good at processing the two-dimensional image information, is
shown to be better in two aspects of accuracy and speed. We also observe that the model
originally developed for 2D data still has a good performance when applied to 1D data. Our
result suggests that the interdisciplinary deep learning approach may be beneficial for

providing a better evaluation of water resources.
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