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ABSTRACT

A linear control model which describes the dynamics of temperature, humidity,
and carbon dioxide level in a mushroom house has been derived from simultaneous
mass balance of dry air, water, enthalpy of moist air, and carbon dioxide levels. The
responses from the linear control model are found to compare favorably with that
from field measured results. Optimal feedback controllers have been devised from
the viewpoint of modern control theory based on the linear quadratic regulators
(LQRs). Optimality is based on minimizing indoor temperature, relative humidity,
and carbon dioxide variations along with control effort. Both impulse and step
disturbances are taken into account and optimal P and PI controllers are synthesized.
A sensitivity analysis has been performed to study the sensitivity of the objective
function with respect to the controller gains. Feedback gains of carbon dioxide con-
troller has been shown to be far more sensitive as compared with that of temperature
and humidity controllers.

Keywords: mushrooms growing house, case running, mushroom production, linear
control model, modern control theory.




INTRODUCTION

Mushroom that are housed in confined build-
ings generally are not at liberty to seek their own
prefered environment and, consequently, high
levels of management are required to ensure that
a suitable environment is provided for them. The
economics of the process in optimizing return on
investment sometimes have led to conditions
which have been perceived as being detrimental
to mushroom growing welfare. These percep-
tions as well as the desire to optimize productivity
have led to the need to describe and to define the
optimum mushroom environment more precisely.

The: use of computer-based environmental
control systems for protected crop production
has been developed mainly for glasshouses. A
number of such systems have been described
(Willits et al., 1980a, b; Saffell and Marshall,
1983) or are available commercially. Progress in
developing systems for buildings used in mush-
room production has been less rapid. Schroeder
(1983) has described a microprocessor-based con-
trol system for buildings used in the compost
pasteurization and conditioning phase of mush-
room production. A number of computer-based
environmental control systems for buildings used
in other phases of mushroom production, includ-
ing cropping, have recently become available,
notable in the Netherlands. Such systems have
been on distributed processors using custom built
components. Their major disadvantage is their
high cost.

The most widely used system of mushroom
cultivation in Taiwan is compost filled trays
stacked in in a growing house. The growing
houses are well insulated and usually have means
of heating and ventilation.

The compost which commonly consits of a
mixture of wetted straw is processed to kill pests
and pathogens and make it both suitable and
selective nutritionally for the growth of mush-
room mycelium. Mushroom spawn is then mixed
with the compost and mycelium is allowed to
colonize the compost. A casing layer consisting
of a mixture of peat and limestone is then added
as a surface layer to the compost and further

period of micelial growth allowed until the myce-
lium colonize the casing layer. Once the myce-
lium has reached the surface of the casing layer,
the mushroom is induced to frujt by a change in
environmental conditions, and the mushroom are
cropped over a period of several weeks, as they
reach a suitable size. The crop is normally ter-
minated by the introduction of steam to the
house, i.e., cooking cut, at the end of its econo-
mic life.

The period of mushroom cropping can be
divided into two distinct stages: (1) the growth
of the mycelium throughout the casing, and (2)
mushroom production. Each stage has specific

. environmental requirements. The environmental

conditions during the transition between the two
stages are also important because these cases pure-
ly vegetative growth and stimulate reproduction
growth, and mushroom production. Briefly, the
environmental requirements for the two stages in
the cropping houses have been outlined by
Tschierpe (1973) and Vedder (1978):

(1) Mycelium growth with the casing, i.e.,
case running:

Temperature: 25-29°C in the casing.

Relative humidity: 95-100% in the air.

CO, Level: 0.5-2.0% (v/v) in the
air,

(2) Mushroom production:

Temperature: * 14-18°C in the air.

Relative humidity: 80-95% in the air

CO, Level: 0.03—-0.15% (v/v) in the
air,

During the final stage, when mycelium is
growing through the casing, the temperature of
the casing rather than of the air is critical. During
the second stage, when the mushrooms are being
initiated and are growing out of the casing, the
air temperature and humidity are most important.
It is therefore necessary to control the humidity
and the casing or air temperature depending on
the growth of the crop.

The layflat polythylene tubing has been used
to distribute air in mushroom cropping houses.
A typical distribution duct for this purpose is
about 200mm in diameter and 20m long, sus-
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pended below ‘the ridge. Pairs of holes are
punched at intervals along the length of the duct,
from which jets of air issue, mixing with and
generally stirring the air in the house.

The airflow through the mixing box and cir-
culation ducting is regulated to between 0 and
1500 m3hr—1 by a fan. Air is discharged from
the polythylene ducting through 10mm holes
spared at 200mm, downwards through a central
alley between the stacks of trays.

The dynamic simulation and control of the
thermal and atmospheric environment in an agri-
cultural structure have received much attention
in recent years. But relatively few studies have

appeared in the literature which deal with the.

modeling and simulation and automatical control
of such thermal and atmospheric environment in
a mushroom growing house (Kinrus, 1970;
Schroeder, 1969; Schroeder et al., 1974; Wuest
et al., 1976; Flegg and Smith, 1976; Dawson,
1952). A mushroom growing house involves
hydroscopic materials and chemical reactions
where temperature, humidity, and CO, concen-
tration control must be mandatory if a satisfac-
tory result is to be produced (Cheng and Han,
1977; Flegg, 1972; Tschierepe; 1973; Flegg,
1979; Flegg et al., 1985).

In order to analyze the behavior of a dynamic
system, a mathematical representation of the
physical phenomena is needed. Modeling of a
physical process in 2 mushroom growing house
is a very synthetic activity, requiring the use all
the basic principles, such as thermodynamics,
transport phenomena, etc. For the design of
controliers for physical processes, modeling is a
very critical step. In this work, the dynamics of
a lumped-parameter model for describing the
behavior of temperature-humidity-CO, system
were used in the development of controllers

(Liao, 1990; Liao and Feddes, 1990; Liao et al.,
1991a).

The aims of this paper are:

1. To present an analytical procedure to
model the dynamic behavior of tempera-
ture, humidity, and CO, concentration
that compreliensively and systematically
accounts for these complex physical and

transport processes in a mushroom grow-
ing house.

2. To present the optimal feedback control
synthesis via modern control theory of a
temperature-humidity-CO, control sys-
tem in a mushroom growing house.

It is hoped that through this work a thorough
investigation of the temperature-humidity-CO,
control system in a ventilated mushroom growing
house can be reported, with a special emphasis
on the feedback control system via modern con-
trol theory.

SYSTEM CONTROL MODEL

Temperature-Humidity Control Submodel

A pair of nonlinear differential equations
which describe the dynamics of temperature and
humidity in a confined agricultural environment
have been derived from simultaneous mass
balances of dry air, water and the enthalpy of
moist air (Liao, 1990). The equations take into
account of external heat loads internal heat and
moisture loads within a confined environment.
Since temperature-humidity control systems
usually only allow small derivations of tempera-
ture and humidity from a desired operating point,
a linearization of the above equations within the
bounds of small derivations is justified. On using
available relations for the specific volume and
enthalphy of moist air, the linearized equations
further result in a pair of linear uncoupled differ-
ential equations:

{x}=[4]1{x}+ [B] {u} + [D] {v} (1)
where:

{x}={x;.x,} ={an,.AT}

{u}={u, ,uz}T ={Ahi,ATi}T

= T _
{v}= {vl,vz,v3,v4} =

{0k, AT, AQ,, INAY
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where:

ajp 0 bi1 ©
[B] =
0 a22 b2 b2
[a1 0 o aig
d21 d22 dp3 dng

au = _[Kl (Fi+Ff)]s

a,, = - [K, (F,(1005 + 1884h)

where:

+ F{1005 + 1884h,)
—3Q,/3T, + 045W,)]
Ky F]l; b, =0,

[K, F{1005 + 1884h)]
(K, Fflg

K1, dyy = [1884K, F,
(T - T

K, F/(1005 + 1884k )]
+ K, 3Q,/0T,]

Loy

[K,(1884T, + 4386.3)]

v,V = ((0.00283 +0.00456h,)
(T, +273))/V
(v,/ V) (3H, | 3T,) =

K, /(1005 + 1884h )

where:

air mass flow rate, Kg dry air/min,
enthalpy, Btu/Kg dry air,

humidity, Kg water/Kg dry air,
temperature, °C,

; = internal heat load, Btu/min,

= internal moisture load, Kg water/min.

£0-4=" o™
]

I

The subscripts “i”, “f”, and ‘“r”, represent
recycled, outdoor freshed, and indoor air, respec-
tively. The “A” represents variation between
variable and steady state value. The subscript
“s” represents the steady state condition.

Also, since the external heat load (Ql) may
be expressed as:

Q, = UAr(Ta - Tr)
where:

U = the gverall heat transfer coefficient, Btu/-
m2- C=hr,

A, = the heat transfer area, m?2,
T, = the ambient temperature, °C.
Therefore,

ay, = [K,{F/(1005 +1884h) + F (1005
+1884h) + UA, +1884W,}]
3= Ky U4,];

The response from the linear equation is
found to compare very favorably with that from
the original nonlinear equations (Liao, 1990).

Carbon Dioxide Control Submodel

A linear control model for describing the
dynamic behavior of carbon dioxide concentra-
tion at any location within a ventilated airspace
has been presented from the standpoint of a
lumped-parameter approximation (Liao et al.,
1991a). The equation can be represented by a
first-order time-invariant vector-matrix differ-
ential equation. To assess the accuracy of a
lumped-parameter model used in predicting car-
bon dioxide concentrations in a ventilated air-
space, a laboratory project has also been pre-



sented. Good agreement was obtained between
measured and those predicted by the lumped-
parameter model (Liao et al., 1991b). The car-
bon dioxide control submodel then can be ex-
pressed as:

{Co}=—I1s1{c®}+ ! )
m @O} +T1{c, O}, {c O} ={c,}

where:

{C()}= carbon dioxide concentration vec-
tor, ppm,

{m(t)} = CO, generation rate vector, ghr~ 1

{C,()}= supplied air concentration vector
ppm,

V] -1z inverse of air volume matrix, m~3 ,

Matrices [S] and [T] in equation (18) can be
expressed as:

. (32)
[51=0v1"" (@]

[11 =171 [g,] (3b)
where :
-1

[Q] = system transport matrix, m3hr-
[Q,] = diagona] supply airflow matrix, m3hr-1

Matrix [Q] is a square airflow matrix, con-
sisting of the total flow rates of air between air-
spaces. The sum of the elements in a row (say
No. i) of [Q] is equal to the flow rate of outdoor
air entering airspace i. All elements in a column
(say No. j) of [Q] is equal to the total flow rate
or air transferred directly from airspace j to out-
door. Therefore, [Q] can be expressed as:

~911 —Qp; -+ Q|
—Q Qp ~Qn
Q] = @)
—in _Qn2 an

The airflow matrix also can be represented as
(Liao et al., 1990b):

[Q] = [Bl1Q (5)
where:
[8] = square matrix of entrainment ratio func-
tion,
Q= total volumetric flow rate of outdoor air
supplied to whole system, m3hr L. Q=
(F;+F)v)

The equilibrium carbon dioxide concentra-
tion can be given as:

{C(}=10]7{E (=9} (62)

where:

{EE)}={m@@}+g]{C, )} (6b)

Linear Control Model

Equations (1) and (2) can be compactly ex-
pressed as a temperature-humidity-carbon dio-
xide system control model:

XO}=F1{xm}+IG] (7)
U+ 1Ll w0}

where vectors {X}, {U} and {W}, and matrices [F],
[G], and [L] can be partitioned comfortably as:

{x}={{x} HCBT {U}={{u} 1{m}}T,
wi={{v}i{c}}T.
[F] =diag [ [4]] [S]1,
[G] =diag [[B] | [V]~11,
[L] =diag [[D] | [T]].
where:

{ X} = system state variables vector,

-{ U} = system control variables vector,

{ W} = system disturbances vector.

Vectors {X} and {U} are both (nt2)x1
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dimensional vectors, and {W}are (n+4) x 1, while
matrices [F], [G] and [L} are (n+2)x(n+2),
(n+2)x(n+2), and n+2)x(n+4) dimensional matri-
ces, respectively.

Equation (7) is the continuous form ordi-
nary employed in modern estimation and control
theory. The stability criterion for the solution of
a linear dynamic equation (equation (7)) has al-
ready been discussed (Liao and Feddes, 1990).

MODEL VERIFICATION

Experimental Procedures and Equipment

Mushroom growing house selected: The mea-
surements are taken in a commercial mushroom
house located in Tsao-Twen, Taiwan. The cross-
section and the dimension of the house (10.66 x
6 x 4.5m) are shown in Figure 1.

Procedures and equipment: The measure-
ment system is comprised of a potable micro-
computer, a data logging system and periph-
erals, a non-interruptiable power supply (model
YYAC-105, Yeatay Co., Taiwan), and various
environmental sensors measuring temperatures,
humidities, and CO, levels (Figure 2). Air and
compost temperatures, relative humidity and
CO, levels are measured on a daily basis through-
out the production cycle.

(1) The air and compost temperature sensor:
Air and compost temperatures were measured by
the thermocouple, model TX-GS. There are 30
sampling points for mushroom data, and 2 points
for outside meteorological data.

(2) Air relative humidity sensor: Relative
humidity was measured by two humidetectors
(model RHD-SD 211, Shinyei Kaisha, Japan)
which were located on center support beams. A
conventional psychrometer (wet and dry bulb)
(Asman, Japan) is taken to measure the air rela-
tive humidity to compare the measured results
via humidetector. Two sampling points were
measured.

(3) Carbon dioxide is measured by two auto-
matic sequencing infrared gas analyzer (model
C0-300, Horiba Ltd., Kyota, Japan). Air is
drawn through a perforated pipe mounted hori-
zontally 90cm above floor in a central pathway
and then through plastic pipes fitted with dust
filters to the gas analyzers. Before the carbon
dioxide measurement, both two gas analyzers

were calibrated with known CO, concentrations
of 0% and 0.15%, respectlvely

(4) Data collections: All the data measured
from environmental sensors were read and re-
corded via a data logger (Fluke 2286 A Data Log-
ging system, Fluke, USA) and analyzed via a
portable computer.

(5) Ventilation rate measurement: The air
entered the mushroom house through a polythy-
lene tubing (20cm in diameter, 20m long) which
suspended below the ridge. Pairs of hoes (1cm in
diameter) punched at intervals along the length
of the duct, from which jets of air issue, mixing
with and generally stirring the air in the house.
Mushroom house was mechanically ventilated by
means of a 1/4 HP motor delivering ventilation
air. Ventilation is through an air mixing box
(plenum) which gives variable mixing of air from
outside the house (fresh air) and inside the house
(recirculation air) into an overhead duct. The
motor was operated at constant speed to main-
tain constant air velocity. The ventilation air
output (m3hr—1) was measured near the head of
the discharge duct located upstream from the
motor via an anemomaster (model 24-611, Kano-
mar, Japan) in accordance with Jorgenson (1983).
Measured result shows ventilation rates used
throughout the case running and cropping stages
were 1231 m3hr—1.

Verification Procedures

Equation (7) can be used in temperature-
humidity-CO, simulation. The growing stage to
be considered is mycelium growth with the
casing (case running). Following considerations
shall be included in model verification.

(1) Input data for temperature-humidity sys-
tem: (i) Indoor recycled air only. (ii) Fresh air
mass flow rate: F=0, and ambient temperature
(T,) is assumed to be equal to outside air tem-
perature (Tp). (iii) Steady-state internal load:

=UA(T—T,) (UA=410 W/°C) (iv) Steady-
state external load: Q;; = 0 (v) Indoor and re-
cycled temperatures and humidities are assumed
to be equal (T, = T;,h, =h)).

(2) Input data for carbon dioxide system:
The mushroom growing house can be modelled
as a S-lump system to study the variations of car-
bon dioxide concentrations. The airflow pattern
of the 5-lump system is shown in Figure 3. Input
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data included: (i) Entrainment ratio, §: in order
to determine recirculation flow rate, $Q, some
estimations of the entrainment ratio is possible
on the basis of a simple entrainment concept
(Liao et al., 1991b). Therefore, BQ is entirely in-
duced by the primary flow rate, ie., by the en-
trainment in the inlet jet, is assumed. For circu-
lar jet, the entrainment ratio can be determined by
(ASHRAE, 1985): 8 = 8Q/Q = 2/K’ X/(Ao)0-5,
where x = distance from the outlet (12m), A =
effective area of the stream at discharge from an
open end duct (0.07 m2), and K’ = proportional-
ity constant (approximately 7). Thus, §=12.96.
(ii) Flow matrix [Q]: flow matrix being a direct
sum of the solution of lump flow by 2-D lumped
form of control volumes represented the conser-
vation of air mass. (iii) Volume matrix [V]: each
lump air volume assumed to be equal (equation
(4)). Therefore, V; =576 m3, =1,2,...,5,
based on the volume of 288m>. ((iv) Carbon
dioxide generation rate vector {m}: carbon dio-
xide generation rate produced by compost and
mycelium is chosen to be 940g CO2 /hr based on
the research work done by Lockard and Knee-
bone (1965). To convert from unit gm‘3 to
ppm (volume), it is assumed that the ideal gas
law is accurate under ambient condition (23°C,
1 atm), therefore, the conversion factor for CO,
from gm~3 to ppm is 560.

Figures 4, 5 and 6 show that the responses
from the linear control model are found to com-
pare favorably with that from field measured
data.

OPTIMAL FEEDBACK CONTROL
SYNTHESIS

The equation used to describe the dynamics
of temperature, humidity and carbon dioxide
concentrations will be the linear multivariable

model developed in equation (7). The following.

system will be analyzed in this work: State varia-
bles are indoor absolute humidity (h, ), indoor
temperature (T ), and indoor carbon dioxide
concentration (C)). The feedback variables are
indoor relative humidity (¢,), T, and C_. Feed-
back control is synthesized so that deviations in
¢, T,,and C, are minimized.

In order ro derive the optimal feedback con-
trol strategy for the system, the linear quadratic

regulator (LQR) with state feedback will be con-
sidered. The LQR has been well developed for
the past two decades. It is not possible or econo-
mically feasible to measure all state variables at
all locations within a mushroom growing house.
Therefore, the problem of obtaining the optimal
or suboptimal output feedback control of a time-
invariant system is most suitable for the system
introduced (Anderson and Moore, 1990).

Practically, however, it is not always possible
to have all the state variables available for feed-
back. Moreover, rather than reconstructing the
state variables via Kalman filter (Kalman and
Bucy, 1961) or some form of state estimator, the
designer may wish to generate the control varia-
bles by taking linear combinatins of the available
output variables. This is especially true in the
case of the temperature-humidity-carbon dioxide
system where the state variables are hr, T, Cr.
Constructing an optimal feedback controller by
measuring these variables may not be very con-
venient since even though T is readily measured,
the measurement of h_ is not always straightfor-
ward. Rather than measuring h , it is far more
convenient to measure some output variables
such as the dew-point temperature (T) or rela-
tive humidity (¢,), and to generate the feedback
control based on these measurements.

- When the feedback control variables, the so-
called output LQR is brought into play wherein
the problem of making the components of the
output vector small shall be concerned with.

The output vectors of interest to the prob-
lems are the following:

{z}=[c1{x}
where:
[C] = [V] [M]

where constant matrices [M] and [N] can be ex-
pressed as (Liao, 1992):

T4, [ 3h) 0
M] =
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where:
(3T, | 3h,)" = (T, o +93.02 |

53100 (0.271 / (k) (1) + 0.625) ))

(39, 19T,,)" (39, oT,)"
[N] =

where:
(@9, / 3T,,)" =1.2x10°¢, |
(T, +93.02)
3¢, /0T))" = —1.2x10%¢, / (T, + 93.02)?

(13732

in which po is dew-point temperature and
represents the set-point value.
And,

{Z}={{») | {c}}7

where: {z}={z,,2,}T ={A¢,, ATr}T.

Proportional Control

The aim is to minimize the deviations in in-
door relative humidity (A¢,) and indoor tempe-
rature (AT,) (i.e., (z) ), using the indoor relative
humidity (¢,) and indoor temperature (T,) as
measured output variables:

Consider the system:

{x}=1F1{X}*+ CH{UL{X(0)}={X,} (8a2)

{z}= [c1{x} (8b)

the following objective function shall be mini-
mized:

T,
J=1/2 j; {{Z}T (Y {zy+{vy¥ )
[R1{U})d:

- Now substituting {Z} = [C] {X} into equa-

tion (9) gives:

T

f
I=12 JxT e Mg o
U} [R1{U})ar

It can be shown that [C]T[Y]_ [C] is positive
semidefinite when [Y] is positive semidefinite,
provided that the system in equation (8) is ob-
servable. Observability is guaranteed if and only
if the matrix:

[T 1 ETe™ LaEH? e’ |

o HAFIHY™ 2T
is rank of (n+2) which is order of vector {X}
(Anderson and Moore, 1990).

It is, therefore, evident that the output and
state LQR have the same form of optimal control
except that [C] ~1 {Z} and [C] T[Y] [C] appear,
respectively, wherever {X} and [Y] appear in the

latter. Hence, the optimal control for system
considered (as Tf—> 00) is:

{U=-R17' (61T IP}] [C1 142} (1)

where [PI] is the positive definite ans sym-
metric solution of the algebraic Riccati equation:

— P 1 AT P+ P11 (61 R (12)
17 P1 -1 [y il =0

In obtaining equation (11), controllability of the
system is assumed. Controllability is satisfied if
and only if the matrix:

[[G] | [F1IG] |...|[F1®*D-1[G] ]

is of rank (n+2) (Anderson and Moore, 1990).
Therefore, equation (11) is the desired P
controller for system considered.

Proportional plus Integral Control

Consider the system:
{x}=F1{x}+ [G] {U}+ [L] {w},
{x (0)}={0}

(13a)
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{z}= (a1 {x}

It is desired to obtain an optimal (U) which mini-
mizes (Johnson 1968)

(13b)

=1/2 f {z¥ [YH{Z}+ {0} R]
(O}t (14)

Substituting {Z} = [C] (X) into equation (14)
gives:

J=1/2 f:f{x}T (€17 [¥] [c] {x}
+{U}IR] {T})at
=1/2 jff Xy 15) (X} + {0} IR]
{U})dt (15)
where: [S] = [C]T[Y] [C].
Taking the .time derivative of equation (13)
yields:
{X}= [F1 {X}+ [61 {0}, {x(0)} = {0},
X©)}=1L1 {w}
{2}=[c] {%} @)
and defining: |
{Q}={k}(@}={u}, (B} =(2}

equations (13) and (16) can be reduced to the
following pair of vector differential equations:

{(X}={9}, (x©)}={0}
()= IF1{Q}+ 6] {8}.{2 (0)} =
(L] {w}
{Z}=1c1 (x}
(B9}
which can be compactly expressed as:

{Q}= IF,] {2}+ [G,] {B},

{20 }={e;}

{A}=[C ] {Q} (17)
where:

[0] | (1 [0]
F,= [--1-—- [G,] =~~~

 [o] { [F] [6] |

(2} e | (o]
A= =1 [C)= F--1---

B 01 1 [cl]

Also in terms of the new variables equation (15)
becomes:

r
7=12 [ () 15, {2} .
+{®T [R] {@})dr (18)

where:
151 1 (o]
(8,1 = [k
o ol

[0]

(0]

!
|
!
I
)
:

[S,] is positive semidefinite since [S] is positive
semidefinite. Thus the original output LQR in
equations (13) and (14) has been reduced to a
state LQR whereby given the system in equation
(17) it is desired to find that { @} which mini-
mizes equation (18). The optimal control to this
problem as T, = oo (assuming controllability and
observability ‘is satisfied for the system in equa-
tion (13)), is given by:

(@)= - R G TiPI1 {9}

= RITMG TP G THAY  (19)
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where [PI] is the positive definite and symmet-
ric solution of the algebraic Riccati equation:

— [P]11F,] — [F,1T{P]] + [P{1(G,]
[R171(G,1TP]] - S,] = {0}

Equation (19) can be rewritten as:

[Luli L,)| ({2}
O e L
[L21] : [L22] {Z}

where the (L] are appropriatel partitioiled
submatrices of the matrix [—[R] ~ [Ga]T P,
[c,] ~1 Their final results are:

(U= (L) + Ly] 142}
LA
HLyl Uyl flZ@}ar @)

This is the optimal feedback controller for sys-
tem considered with constant disturbance and is
also the desired PI controller.

Performance of Implementation

Figure 7 shows the structure of P and PI
controllers for system considered. In the case an
outdoor disturbance is assumed whereby the out-
door temperature (T;), outdoor humidity (hy),
and outdoor carbon dioxide concentration (C;)
are supposed to undergo a sudden step change.
Specifically, T; changes from Ty to T, +10°C, he
changes from hg to h +0.02 kg H, O/kg air, and
C; changes from C; to C;+1000 ppm. Table 1
gives the steady state summer operating condi-
tions. '

The above disturbances are simulated and
the corresponding responses of inside tempera-
ture (T,), inside relative humidity (¢,), and inside
carbon dioxide concentration (Cr) under the P
and PI regulating actions of the optimal feedback
controllers are simulated and analyzed graphical-
ly. The simulations were done in complied
BASIC on a personal computer.

As a first step in the numerical investigation
the state and output controllability and observ-
ability of the system was verified. Next, the ef-
fect of the matrices [Y] and [R] in the objective

functions was investigated. Both [Y] and [R]

were selected as diagonal matrices, i.e.,

[R] =diag [Ry},Ry3,R4;]

The corresponding scalar versions of equa-
tions (9) and (14) are:

[-"-)
_ 2 2 2
J=1/2 ,fb(Yuzl +Y,, 22 4,22,

2 2 2
Ry U3 +R),U% + Ry, Uy dt

00
J=1/2 j;(Yuzf +Y 322+ Y 20

f " )
Ry UT + Ry Uy + Ry Us) dt

respectively, where:
{Z}= {Zl 722:23}Ts {U} = {Ul !U2’U3 }T’

{u}= {Ul ) 02’ U3}T,

Since the Y;, U, and U ; are of different
orders of magnitude some approximate scaling
factors need to be used in the selection of Y,
Y, Y33, Ryy, Ry,, and R,; (Liao, 1992).
These scaling factors are selected so that all terms
representing derivations in state variables in the
integrands of objective equations are of the same
order of magnitude, and, simplicity all terms re-
presenting derivations in control variables (or
their time derivatives) are of the same order of
magnitude. For instance, if Y1,Z2,Y,,Z%, and
Y33Z3 are to be of the same order of magnitude,
ie., Yi1Z3 = Yy,7Z3 = Y3323, then Y,,/Y,; =
Y2/Y?, Y22/Y33 = Y3/Y3. Now it is estimated
that during the transient periods Z? will be
approximately of the order of 10™%, while Z2
and Z2? will be of the order of 1 (Liao, 1990;et
al., 1991b), and therefore, Y43 = Y,, =107%Y,,,
hence the scaling factor relating Y33, Y22 to Yy,
is 1074, By similar reasoning it was found that
R3; =Ry, = 107 %R, (Since no general criterion
could be found, Uf 4nq U?were assumed to be of
the same order of magnitude, namely, U? = [?
=10"¢,and U2 =U% = U3 = 1).

Thus in the preliminary investigation it is
only necessary to adjust Y;, and Ry, while Y,,,
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Y53, and R,,, Ry; are fixed by the above scaling

factors. In this work R, is kept constant at 1,

and only Y, is varied.

Figures 8-13 show the responses of T , ¢,,
and C, under the relating action of the P and PI
modes of control respectively. In Figures 8-13,
Y,, is the parameter and it is rather obvious
from these figures that by changing the value of
Y,, it is possible to obtain almost any. desired
response for T, ¢,, and C.. If necessary, the
above scaling factors could be adjusted to achieve
the desired responses. This illustrates that an in-
direct form of state and/or control constraints
may be included by.a proper selection of the
weighting matrices. In comparing figures 8-13, it
is evident that the P control does result in a steady-
state offset althoug it is possible to reduce the
offset by increasing Y, while the PI mode re-
sults in a damped response with no overshoot or
steady-state offset. Therefore, in employing P
control there is a trade-off between the range of
acceptance steady-state offset and an upper bound
on Y,, dictated by design and/or economical
limits. :

Sensitivity in Optimal Control System

After having designed a control system, the
designer cannot expect to duplicate precisely the
nominal performance characteristics of system
components or parameters. The reasons for this
are the ever present uncertainties and nonideali-
ties of the real world. Basic system parameters
change with operating condition and environ-
mental effects such as temperature, shock, and
atmospheric conditions. Then there are always
manufacturing tolerances in the components
used to construct the controllers. One way to
obtain confidence in the analytical design is to
determine the consequence of change in the basic
parameters. Such an analysis is called sensitivity
and is essential in evaluating theoretical results.

There are two ways in which the inaccuracy
or variation in components or parameters can
affect the objective function: (1) variation in the
controller parameters, and (2) variation in the
parameters of the controlled system. The main
objective in this work is to determine sensitivity
with regard to controller parameters, here it is
assumed that the system parameters are not sub-
ject to any variation. Therefore, it shall deal sole-

ly with the first subject and the development will
follow that of Pagurek (1965).

One of the goals of a sensitivity is to assign
accuracy requirements for system parameters
consistent with sensitivity significance in a sys-
tem model. Now it can use the development of
the work done by Pagurek (1965) to analyze the
sensitivity of the feedback gains of the optimal P
and PI controllers. Based on the result of such
analysis, to obtain some insight as to the accuracy
requirements of the various feedback gains
during the actual design of the individual con-
trollers can be obtained.

Equation (11) is valid for the optimal P con-
trol,

{Uy= -R17'[617P") (€172}

=K1, {2} 22)
which may be rewritten as:
U0 | | Ky Ko Kl | 20
U0 | | Ky Ky  Kp| | 2,0
U3() Ky Ky Ky 230

The controller parameters shall be concentrated
on are the nine feedback gains K;;,K;3, ...,
Ks3, which, for simplicity, will be redesignated
as K;,K;,...,Kq, respectively. In the case of
the PI control, equation (21) is valid. Equation
(21) which on integration with respect to time
yields:

t A
J Z@yar
{Tomi=1K,
{Z®}

which may be written as:

U, K1 Ky Kyz Ky K5 Ky
Uy® | = [Ky Ky Kyz Kyy Kys Kyg
Us() Ky K3y Ky3 Ky Ky Ky
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j‘:él (v)dr
Sotz”z (v) d v
fot23 () dr
z, (1)
Z, (1)

Z,(1)

It can be seen that equation above is indeed
equation (21). The controller parameters shall
be concentrated on are the eighteen feedback
gains K4, K5, Ki6, K11, K12, Ky3, .. ., Ky,
K31, K33, K33, which will be redesignated asK, ,
K,,...,Kg, respectively.

Tables 2 and 3 respectively summarize the
results of the sensitivity analysis of the optimal P
and PI controllers. The cases (Y,; = 1.0, 0.01)
discussed earlier are analyzed. The nominal values
of the K, shown are the optimal values determined
via the developments of feedback control synthe-
sis for system considered. The sensitivity of the
objective function with respect to the feedback
gains is shown as the magnitude of a symmetry
matrix, [Mii]' Matrix [Mii] may be referred to
as a relative sensitivity coefficient matrix. The
magnitude of [M,.], however, can be defined by
the maximum eigenvalue of [M;];ie., [I[M;]1]
= max (l)\ls I)\2| s o e e ]>\(H+2) l) where )\‘,
A,. .., are the eigenvalues of [M;]. The [M;]
and ||[M,;] || are determined according to Pagurek
(1965).

Both Tables 2 and 3 show that the objective
function is 10® times more sensitive to the feed-
back gains associated with U, (the inside carbon
dioxide generation rate, (m,) ) than that to those
associated with U; (the inlet control tempera-
ture, (AT;)) and U, (the inlet control humidity,
(Ah)). This indicates that great care has to be
emphasized in maintaining the feedback gains of
the carbon dioxide controller at their nominal
values since the optimal performance of the
overall control scheme depends more on these
nominal values than those of the temperature
and humidity controllers.

One observation that is immediate from
Tables 2 and 3 is that as Y, ; increases, the sensi-

tivities with respect to the integral gains increase.
Individual case studies may have to be under-
taken to study the effects of weighting factors on
gain sensitivities, since the above results are only
those of a particular study. In designing a con-
trol system, however, the designer cannot treat
all the parameters (gains) of the control system
with equal importance, for of all the possible
parameter (gain) variations, some are much more
critical than others in determining whether the
complete system can be expected to meet given
specifications. Therefore, special attention must
be paid to these critical parameters (gains).

Therefore, the results of sensitivity analysis
suggested that the control of the ventilator can
be based on two factors: the carbon dioxide level
and the temperature with the cropping control
unit. The ventilator required for optimal carbon
dioxide control is calculated first, the algorithm
depending on whether an upper or lower limit
for the carbon dioxide has been selected.

SUMMARY AND CONCLUSIONS

The ability to exert precise environmental
control becomes increasingly important as hybrid
strains of high-yielding mushroom, which require
precise environmental control, if their potential
is to be realized, come into commercial use. Fur-
thermore, good environmental control allows the
grower to exploit techniques such as controlled
timing of mushroom flushes, enabling a better
market price to be obtained for the produce.

The aim of proviging integrated control of
casing or air temperature, relative humidity and
carbon dioxide level to obtain optimum condi-
tions for growth in mushroom growing houses
was achieved by developing a simultaneous
temperature-humidity-carbon dioxide control via
modern control theory.

Future refinement of the theoretical con-
trol systems presented in this paper need to fur-
ther develop the system hardware. It is strongly
recommended that any further work on this pro-
ject be proceeded by the development of a low-
cost microcomputer-based environmental control
system.



Table 1. Steady state operating conditions

Table 3. Results of sensitivity analysis of

PI controller

V=288m?
le=0w

W, =0.357 kg water/min
Q, =526W Yu

Nominal value, K¢

A. Summer operating conditions

Indoors: T =20°C, h , =0.010kg water/kg air
(70% RH)

Outdoors: Ty = 30°C, h, =0.02105 kg water/kg
air (80% RH)

Recycled air: T, = 10°C, h;, = 0.0085 kg
water/kg air RH = 80% 0.01

Fresh air mass flow rate Fe=12kg air/min

Recycled air mass flow rate F, = 24 kg air/min

Total volumetric airflow rate in the house:
Q=1231m3hr

K15 = —0.09 (8830.7)
K17 =—0.003 (115971.5)
K16 = —0.0002 (1678046.3)
Kys = —0.14 (2217.3)
K1s = —0.08 (16086.4)
K13 =—0.05 (170100.6)
K2 =24.91 (0.0082)

K11 =10.86 (0.076)

KlO =—-0.96 (112)

Ko =26.62 (0.0009)

Ks = 9.7 (0.085)

K =—0.85 (1.62)

K¢ = 30.67 (0.0007)

Ks = 15.68 (0.0054)

Ka = —0.54 (1.65)

K3 = 40.56 (0.0002) -
K2 = 9.96 (0.074)

K, =—0.08 (2.004)

Table 2. Results of sensitivity analysis of P
controller

Yn Nominal value, K¢

Ko = — 0.079 (3515.4)
Ks = —0.0008 (15106.8)
K, =—0.000095 (167078.5)
K, = 22.76 (0.0004)
0.01 Ks = 1.87 (0.0035)

K1s = —0.306 (4127.14)

K17 =—0.00079 (290237)
K6 = —0.00005 (3014518.6)
Kls =—-0.26 (3147.5)

K14 = —0.0016 (120810.8)
K53 =—0.00032 (1100967.7)
K12 = 79.009 (0.004)

KlO =-2.65 (165)

K4 =—0.33(0.15) 1.0 Ko = 47.75 (0.003)

K3 = 33.46 (0.0002) Ks = —5.42 (0.121)

K2 = —0.96 (0.09) K, = —0.98 (6.4)

Ki =—0.02 (0.107) K = 250.4 (0.002)
Ks =—9.68 (0.095)

Ko = —0.95 (358.4) K4 =—4.46 (0.76)

Ks = —0.08 (3366.9) K = 84.96 (0.0056)

K, = —0.002 (34796.5) K, =~10.46 (0.147)

K =250.3 (0.004) K, =—5.45 (5.06)

1.0 Ks =105.6 (0.00036)
K4 =—8.5(0.033) *Magnitude of [M,].

K3 = 160.8 (0.0008)
Ka = 95.6 (0.007)
K, =—5.6 (0.0005)

2 Magnitude of [M;].
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